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ABSTRACT
The ability to match digital images and technique combination in the computer world had revolutionised the trend. This paper researched on the unsupervised classification of the Multi-Spectral Image. All the two classes under the unsupervised classification were presented and explained. That is the K-Means (KM) and Kohonen Neural Network (KNN). A package for Multi-Spectral Images is designed with the ability to read data, apply Principal Component Analysis (PCA) as a feature extraction, then apply False Colour Composite (FCC) as one of the classification techniques in multi-spectral images. The unsupervised classification method is considered throughout in this research.
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1. Introduction
Remote sensing data is received from airplanes or satellites; remote sensing data is a multi-spectral image that means it is an image has several images for the same area (Unsalan & Boyer, 2011). It is an array of three dimensions, as shown in figure (1.1) the (X,Y) dimensions represent the images, where Z dimension represents the band of sensors. Number of these images depends on the number of sensors that is hold by airplane or satellite (Jansse & Gorte, 2004). The most important specification of Remote Sensing satellite is the resolution. This specification has four different levels of resolution (Junling & Tao, 2007). Spatial resolution: refer to the distance between two objects that makes them different from each other. A satellite image with 30 meter spatial resolution means that each pixel in the image represent a ground area with 30 x 30 meter. Spectral resolution: refer to how many bands that sensor has and their size. Radiometric resolution: refer to the width of the radiation. i. e. How many pixel is it 6, or 8 pixels. Temporal resolution: refer to the time that the Remote Sensing satellite takes to scan the same area again. As example of Remote Sensing sensor’s Images is the Thematic Mapper sensor. This sensor gives an image with seven bands which they are: first three bands are the visible bands (Blue, Green, and Red), the fourth band is the Near Inferred (NIR) band, Mid Inferred (MIR) bands (5 and 7) with different wavelength intervals, and last band is the Thermal Inferred band (TIR) with different
spatial resolution.

Remote Sensing Images is a very rich source for information, each band gives information different from other bands, due to this fact one image of remote sensing with seven bands gives a lot of information about one area. As example, one band gives information about the type of soil, another band gives information about area’s vegetation and so on. By adding time factor to the previous fact, because Remote Sensing Satellites spin around earth in orbits and take many images for the same area in different intervals times, the importance and value of Remote Sensing Images rise to a very high level (Weng, 2010).

Unsupervised classification defer from supervised classification is the pixels are assigned to the classes without any intrude or requires any previous knowledge of user of classes. Besides, unsupervised segmentation holds its proximity to feature extraction and clustering (Dey et al., 2010). The figure (1.4) shows Image Classification steps for Unsupervised Classification.

The paper is organised as follows: after abstract, introduction is the first. Literature review is the next and after it is the proposed enhancement. Then results ad discussion were presented. Lastly the paper ends with the conclusion and references.

2. Related Work

This is entirely based on the statistics of the image data distribution, and is often called clustering. The process is automatically optimized according to cluster statistics without the use of any knowledge-based control (i.e. ground truth). The method is therefore objective and entirely data driven (Liu & Mason, 2013). In more details unsupervised classification can be defined as partitioning of multi-spectral feature space into different regions (called classes or clusters) according to inherent similarity between multi-spectral pixels (pattern vectors). In other words, the distribution of pixels belonging to any homogeneous surface forms cluster of point in the feature space.

For Classical Approach for Unsupervised Classification, several algorithms of multidimensional data clustering exist. These are the simple cluster seeking, the maximum and the K-Means (KM) clustering algorithms. The most important among them is the KM algorithm as it is more accurate and less affected by the order upon which the pattern vectors are exposed to the algorithm (Al-Kuhla, 2014). However, it requires more computation time until reaching the convergence state. The authors of (Maheshwary & Srivastav, 2008) used KM clustering as on of their approach to extract information from Remote Sensing data. KM was the main axis when (Patil & Jondhale, 2010) had palpated there paper “Edge based technique to estimate Number of Clusters in k-means Color Image Segmentation”.

The Artificial Neural Network Approach for Unsupervised Classification of Remote Sensing data comprises of many examples of the most common Unsupervised network are Kohonen network which was introduced by (Kohonen, 1984) and the Adaptive Resonance Theory (ART1 and ART2) which were introduced by (Carpenter & Grossberg, 1987) and (Carpenter & Grossberg, 1988). However, Kohonen network is most commonly used for classifying Remote Sensing data. (Junling & Tao, 2007)
proposed an energy function as the convergence condition of network, and as such improved Kohonen network unsupervised-learning algorithm. Kohonen network used as one of method of classification under title of “Remote Sensing of Impervious Surfaces in the Urban Areas: Requirements, methods, and trends” by (Weng, 2012).

Table 1 summarizes what had mentioned above about using unsupervised classification.

<table>
<thead>
<tr>
<th>Unsupervised Classification</th>
<th>Table 1: Summary Table</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Momm et al., 2006</td>
</tr>
<tr>
<td></td>
<td>Aires &amp; Prigent, 2007</td>
</tr>
<tr>
<td></td>
<td>Maheshwary &amp; Srivastav, 2008</td>
</tr>
<tr>
<td></td>
<td>Panchal et al., 2009</td>
</tr>
<tr>
<td></td>
<td>Patil &amp; Jondhale, 2010</td>
</tr>
<tr>
<td>Kohonen</td>
<td>(Junling &amp; Tao, 2007)</td>
</tr>
<tr>
<td></td>
<td>Yuan et al., 2009</td>
</tr>
</tbody>
</table>

3. **Proposed Enhancement**

Unsupervised classification can be defined as partitioning of multi-spectral feature space into different regions (called classes or clusters) according to inherent similarity between multi-spectral pixels (pattern vectors). In other words, the distribution of pixels belonging to any homogeneous surface forms cluster of point in the feature space.

\[ x \in S_i(n), \text{if and only if, } \| x - z_i(n) \| \leq \| x - z_j(n) \| \text{ for } i=1,2,\ldots, m \text{ and } i \neq j \]

**Classical approach**

MacQueen introduced K-Means clustering algorithm in 1967, and it is based on Euclidean distance measurement between the tested pattern vectors and the updated mean vectors. The most important among them is the KM algorithm as it is more accurate and less affected by the order upon which the pattern vectors are exposed to the algorithm (Al-Kuhla, 2004). However, it requires more computation time until reaching the convergence state. (Maheshwary & Srivastav, 2008) used KM clustering as on of their approach to extract information from Remote Sensing data. KM was the main axis when (R. Patil & Jondhale, 2010) had palpated there paper “Edge based
technique to estimate Number of Clusters in k-means Color Image Segmentation”. The procedures of its implementation are as follows:
Step One: Assume m is the number of clusters in the available data set and assume any pattern vectors being selected arbitrarily as the centers of these clusters. There should be m pattern vectors, each representing the center of one cluster. These centers are \( z_1, z_2, \ldots, z_m \). Also cluster sets \( S_1, S_2, \ldots S_m \), initially (at iteration zero) each set contains only one member who is the cluster center \( z \).
Step Two: Input new pattern \( (x) \) to be classified and calculate Euclidean distance between this pattern and the centers of the assumed clusters.

Where \( n \) is the iteration number that equals zero at the beginning.
Step Three: Compare the distances and assign the pattern vector \( x \) to the nearest cluster using the following decision rule:
Step Four: Calculate the new centers of each set via the following equation:

\[
Z_i(n) = \frac{1}{N_i} (\sum_{x \in S_i(n)} x_i)
\]  
(3)

Step Five: Compare the new centers \( Z_i(n+1) \) with the old ones \( Z_i(n) \) and perform the following test:

- if \( (Z_i(n+1) \) equals \( Z_i(n) \) ) for all clusters then go to step six
- else

\[
n = n + 1
\]

go to step Two

Step Six: Stop

**Kohonen Network Architecture**
Kohonen network consists of one input layer and one output layer. The number of features used in the classification usually determines the number of neurons in the input layer. In the case of Remote Sensing data, this represents the number of wavebands in the satellite sensor. The number of neuron in the output layer is determined arbitrarily, which is the number of output class for the case of Remote Sensing data classification.

**Kohonen Network Training**
The training of Kohonen network is done as follows:
Step One: Initialize the weights over the connectionists randomly and they must be normalized to unit length of one. Also pre-define the initial value of the dynamic rate \( (a) \) and the neighborhood size. The neighborhood size is the number of neurons that are close to the winner and are influenced by weight update. In addition, set the iteration number to one \( t = 1 \).
Step Two: Input the pattern vector after being normalized and calculate the activation function using the Equation (2):

\[
d_j = \sum_{i=1}^{\infty} w_{ji} x_i \quad (2)
\]

\[
Z_i(n) = \frac{1}{N_i} (\sum_{x \in S_i(n)} x_i) \quad (3)
\]
Where, $d_j$ is the output value at neuron $j$, $W_{ji}$ is the weight vector that connects the input neurons $i$ to the output neuron $j$ and $X_i$ is the input pattern vector. According to (Fu, 2003) neuron with maximum activation value is the winner since both $W$ and $X$ are normalised.

Step Three: Update the weight using Equation (4):

$$W_{ji}(t+1)=W_{ji}(t) + \sigma(t).[X_i - W_{ji}(t)] \quad .... (4)$$

Step Four: Compare the weights of the current iteration ($t+1$) with those of the previous iteration ($t$) and follow the condition below:

if $(W_{ji}(t+1) = W_{ji}(t))$ for all output neurons go to step Five
else
$$t = t + 1$$
$$\sigma(t+1) = \sigma(t) - E$$
go to step Two

The symbol ($E$) is the decrement that is set by dividing the initial value of $\sigma(O)$ over the number of patterns used in the training.

Step Five: Stop

4. Results and Discussion

IRS is stand for Indian Remote Sensing satellite, it is a sensor with four bands matching the first for bands of TM-Sensor, but with spatial resolution of 42 meter and with size (256x512). The Images represent an area in the Red sea; area mainly includes two main mangrove stands, mud flats, algal mats and sargassum. Table (2) shows the Variance/Covariance matrix of the four original bands and the Eigen-Vector and Eigen-Value of the PCA.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>925.91528</td>
<td>730.16917</td>
<td>1232.3851</td>
<td>1063.80083</td>
</tr>
<tr>
<td></td>
<td>4707568</td>
<td>5856370</td>
<td>3772669</td>
<td>405035</td>
</tr>
<tr>
<td>2</td>
<td>730.16917</td>
<td>629.37898</td>
<td>1137.4892</td>
<td>992.192052</td>
</tr>
<tr>
<td></td>
<td>5856370</td>
<td>3914701</td>
<td>0748725</td>
<td>224911</td>
</tr>
<tr>
<td>3</td>
<td>1232.3851</td>
<td>1137.4892</td>
<td>2227.6179</td>
<td>1986.53954</td>
</tr>
<tr>
<td></td>
<td>3772669</td>
<td>0748725</td>
<td>4761235</td>
<td>313275</td>
</tr>
<tr>
<td>4</td>
<td>1063.8008</td>
<td>992.19205</td>
<td>1986.5395</td>
<td>1858.79691</td>
</tr>
<tr>
<td></td>
<td>3405035</td>
<td>2224911</td>
<td>4313275</td>
<td>225797</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Eigen Value Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>5330.6232</td>
</tr>
<tr>
<td>9266156</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>-4.55E-13</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>-5.68E-13</td>
</tr>
</tbody>
</table>

Table 2: Variance/Covariance Matrix for IRS-Red Sea Area
What can be observed from table (2) the band 2 is the least variance, and that make FCC made from bands (4, 3, 1). Figure (1) shows the original images of IRS-Red Sea and Figure (2) shows the corresponding PCA images for them. Figure (3) the bar graph show the advantage of using PCA (Data redundancy). Figure (4) shows the three colour composite original images and the PCA images composite.

Visual inspection of Figure (4) shows that the FCC were made from PCA images gave better results than the one were made from the original images. Different features have different colours that make it easy to notice them (Deep water, shallow water, and off-shower area).

To take advantage of above feature extraction, classification was applied to this data, which are MD and KM. Each approach was applied two times one on the original images and the second on the three PCA image. Figure (2) and Figure (3) show the MD and KM for both original and PCA images. Figure (4) shows the six clustering images resulted from using KM.

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-5.68E-13</td>
<td>264.67398</td>
<td>-8.53E-14</td>
</tr>
<tr>
<td></td>
<td>-3.59E-13</td>
<td>4.97E-14</td>
<td>41.748344</td>
</tr>
<tr>
<td>4</td>
<td>5.93E-14</td>
<td>1.15E-13</td>
<td>5.78E-13</td>
</tr>
</tbody>
</table>

**Eigen Vector Matrix**

Fig. 1: Four original images of IRS-Red Sea
Fig. 2: Two PCA images for Red Sea area

Fig. 3: Two Bar graph images for original and PCA of Band 1 for Red Sea area
5. Conclusion

Before carrying out classification, it is very important to apply Feature Extraction process in order to make classification process faster and more accurate. One of Feature Extraction is used in research, PCA. Unsupervised method (KM) clustering algorithm was applied.

In conclusion, results showed that after applying Feature Extraction processes and classification of data, PCA and classification processes illustrates very useful processes in terms of reducing the redundancy of data. Results showed that using FCC technique images from PCA has more colour-interpreted features than the one from original images. It has more colour variants and each feature has a specified colour that makes it easily to be differentiated from other features. The classification process showed that the classification result from manipulating PCA image is better in terms of both accuracy and the speed of classification process than the classification made on the original images.
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